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all possible entities (e.g.RGANIZATION, LOCATION, etc.).
Abstract— In this paper we propose a pilot study aimed at an in- Mentions, as defined within the ACE (Automatic Gantt
depth comprehension of the phenomena underlying Ontology  Extractionf Entity Detection Task (Linguistic Data
Population from text. The study has been carried out on a  congortium, 2004) are portions of text that reeentities. As
collection of Italian news articles, which have been manually | . ticul textual text  th®
annotated at several semantic levels. More specifically, we have an exampie, given a par Icu‘ar extua’l context,
annotated all the textual expressions (i.e. mentions) referring to ~ Mentions George W. Bushand ‘the U.S Presidehtrefer to
Persons, each mention has been in turn decomposed into a the same entity, i.e. a particular instance ER$ONwhose first
number of attribute/value pairs; co-reference relations among name is Georgé, whose middle initial is W.”, whose family
mentions have been established, resulting in the identification of  name is Bush and whose role isPresident of the U.5.
entities, which, finally, have been used to populate an ontology. As for FERSON entities, they were selected for our pilot

There are two significant results of such a study. First, a number )
of factors have been empirically identified which determine the study because they occur very frequently in thesnéocument

difficulty of Ontology Population from Text and which can now  collection we analyzed. Most of the results we wistd,
be taken into account while designing automatic systems. Second, however, are likely to be generalized over the otiipes of
the resulting dataset is a valuable resource for training and  entities.
testing single components of Ontology Population systems. Given the above-mentioned restrictions, the coutidm of
this paper is a thorough study of Ontology Popartatirom
Textual Mentions (OPTM). We have manually extracted
number of relevant details concerning entitiesypbtFEERSON
Y - ' from the document collection and then used thepommilate a
the deflnmon_of a computational framework foramatic g4 pre-existing ontology. This led to two sigeaint results
Ontology Population (OP) from text. . of such a study. First, a number of factors havenbe
While Ontology Population from text has received aRmpirically identified which determine the diffigyl of
increasing attention in recent years (see for nt&aBuitelaar Ontology Population from Text and which can nowtaken

et al. 2005), mostly due to its strong relationshiph the inig account while designing automatic systems.oBégthe
Semantic Web perspective, very little has been dor@der oqiting dataset is a valuable resource for ingimind testing
to provide a clear definition of the task and ttabksh shared single components of Ontology Population.

evaluation procedures _and benchmarks. In this_pamer We show that the difficulty of the OPTM task is etitly
propose a pilot study aimed at an in-depth compreibe of  correlated to two factors: (A) the difficulty of ddtifying

the phenomena underlying Ontology Population froextT ayripute/value pairs inside a given mention and (Be
(OPTM). Specifically, we are interested in hightigy the gitficulty of establishing co-reference betweenitieg based
following aspects of the task: on the values of their attributes.
* What are the major sources of difficulty of thektas There are several advantages of OPTM that makes it
» How does OP from text relate to well known tasks |%ppea“ng for OLP. First' mentions provide an ohbsio
Natural Language Processing, such as Named Entdympiification with respect to the more general ktasf

|. INTRODUCTION
n this paper we propose an empirical investigaitibm
the relations between language and knowledge, giatin

Recognition? Ontology Population from text (cfr. Buitelaar et aD05); in
« What kinds of reasoning capabilities are crucial tte  addition, mentions are well defined and there gstesns for
task? automatic mention recognition which can provideitiput for
* Is there any way to simplify the task so that indze that task. Second, since mentions have been inteatlas an
addressed in a modular way? evolution of the traditional Named Entity Recogmiti task
» Can we devise useful metrics to evaluate syste(8ee Tanev and Magnini, 2006), they guarantee sonedle
performance? level of complexity, which makes OPTM challengingthp for

We addressed the above questions through a pildy sin a the Computational Linguistics and the Knowledge
limited amount of textual data. We added two regtms with Representation communities. Third, there alreadgt edata
respect to the general OP task: first, we consiéextual annotated with mentions, delivered under the ACHative
mentions instead of full text; second, we focused o(Ferro et al. 2005, Linguistic Data Consortium 20)0#hich
information related to ERsoNentities instead of considering make it possible to exploit machine learning apphes. The

1 http://www.nist.gov/speech/tests/ace



availability of annotated data allows for a bettstimation of
the performance of OPTM; in particular, it is pbdsito
evaluate the recall of the task, i.e. the propartiof
information correctly assigned to an entity outtbé total
amount of information provided by a certain mention

The paper is structured as follows. Section Il ffes some
background on Ontology Population and reports deveat
related work; Section Il describes the datasethef -ERSON
pilot study and compares it to the ACE datasetti@edV
introduces a new methodology for the semantic atiwot of
attribute/value pairs within textual mentions. skction V we
describe the Ontology we plan on using. Finallyct®a VI
reports on a quantitative and qualitative analgdishe data,
which help determining the main sources of diffigudf the
task. Conclusions are drawn in Section VII.

Il. RELATED WORK

Automatic Ontology Population(OP) from texts has
recently emerged as a new field of applicationkioowledge
acquisition techniques (Buitelaar et al., 2005thélgh there
is no widely accepted definition for the OP taskuseful
approximation has been suggested by (Bontcheva
Cunningham, 2003) as Ontology Driven Informatio
Extraction with the goal of extracting and classifyinstances
of concepts and relations defined in an ontologyplace of
filling a template. A similar task has been appleatin a
variety of similar perspectives, including termstiring (Lin,
1998; Almuhareb and Poesio, 2004) and term categfioh
(Avancini et al., 2003). A rather different task @ntology
Learning, where new concepts and relations arecagupto be
acquired with the consequence of changing the itiefinof
the Ontology itself (Velardi et al. 2005).

The interest in OP is also reflected in the largenber of
research projects which consider knowledge extractiom
text a key technology for feeding Semantic Web iagfibns.
Among such projects, it is worth mentioning Vikéflgking
the Semantic Web Fly), whose main aim is to britlge gap
between implicit information expressed in scient
documents and its explicit representation founé&riawledge
bases; and Parmenides, which is attempting to dp\
technologies for the semi-automatic building andntesance
of domain-specific ontologies.

The work presented in this paper has been insgiyethe
ACE Entity Detection task, which requires that thetities
mentioned in a text (e.g.ERSON ORGANIZATION, LOCATION
and GEo-PoLITiIcAL ENTITY) be detected. As the same entit

defines two inter-connected levels of annotatidr fevel of
the entity, which provides a representation of bject in the
world, and the level of the entity mention, whichoyides
information about the textual references to thgecth The
information contained in the textual referencegntities may
be translated into a knowledge base, and eventimty an
Ontology.

al

Y,
may be mentioned more than once in the same teRE A P

[ll. DATA SET

The input of OPTM consists of textual mentions wexdi
from the Italian Content Annotation Bank (I-CAB),hieh
consists of 525 news documents taken from the local
newspaper ‘L'Adige’, for a total of around 180,000 words
(Magnini et al., 2006). The annotation of I-CAB hasen
carried out manually within the Ontotext profedollowing
the ACE annotation guidelines for the Entity Deitattask. I-
CAB is annotated with  expressions of type
TEMPORAL_EXPRESSIONand four types of entities:ERSON
ORGANIZATION, GEO-POLITICAL ENTITY andLOCATION. Due to
the morpho-syntactic differences between the twguages,
the ACE annotation guidelines for English had toaldepted
to Italian; for instance, two specific new tags,F&LIT and
ENCLIT, have been created to annotate clitics h&ddo the
beginning or the end of certain words (e.gedeflo]>/to see
him).

According to the ACE definition, entity mentionsear
portions of text referring to entities; the extefithis portion
of text consists of an entire nominal phrase, tmetuding
modifiers, prepositional phrases and dependenseta(e.g.k
Hg:ercatore] che lavora presso I'ITC-irstlthe resercher who

nworks atITC- irst
Mentions are classified according to four syntactic
categories: NAM (proper names), NOM (nominal

constructions), PRO (pronouns) and PRE (modifiers).

ACE ENG NWIRE
(5186)

ENAM
ENOM
OPRE

OPRO

1-CAB (28353)

Corpus (total number of mentions)

20 40 60 80 100 120

Percent. of mentions per synt. cat.

Fié;. 1. Distribution of the four different ACE méun types in
I-CAB and in the ACE 2004 Evaluation corpus (Newsi

In spite of the adaptations to Italian, it is imsting to
notice that a comparison between I-CAB and the naws
portion of the ACE 2004 Evaluation corpus (see Fegl)
shows a similar proportion of NAM and NOM mentidnghe
two corpora. On the other hand, there is a low gretege of
RO mentions in Italian, which can be explainedthsy fact
that, unlike in English, subject pronouns in Italiaan be
omitted. As for the large difference in the totalmber of
mentions annotated in the two corpora (22,500 ah8bin I-
CAB and ACE NWIRE respectively), this is proportidrto
their size (around 180,000 words for I-CAB and 29,9vords
for ACE NWIRE), considering that some of the ACEitts

2 http://www. ladige. it/
% http://tcc.itc.it/projects/ontotext/index.html



(i.e. FaciLITY, VEHICLE, AND WEAPON) are not annotated in I- these three attributes is associated with a memtiwhall the
information within a group has to be derived frome tsame
mention. If different pieces of information derifrem distinct
mentions, we will have two separate groups. Faaims, the
three co-referring mentionghe journalist of Radio Liberty

CAB.

As shown in Figure 2, the two corpora also presaesitnilar
distribution as far as the number of mentions pdityeis
concerned. In fact, in both cases more than 60t#eéntities
are mentioned only once, while around 15% are roeet
twice. Between 10% and 15% are mentioned threeoor f
times, while around 6% are mentioned between five gight
times. The fact that the percentage of entitiestimead more

than in I-CAB can be partly explained by the fdattthe news

“the

redactor of breaking neiys and

‘a spare time

astronomet lead to three different groups ofcAiviTy, ROLE
and AFFILIATION. The obvious inference that the first two
mentions belong conceptually to the same groumtisirawn.
than eight times in a document is higher in the A€Epus This step is to be taken at a further stage.

stories in ACE are on average slightly longer thlamse in | attributes values
ACE (around 470 versus 350 words per document). FIRST_NAME Ralph, Greg
MIDDLE_NAME J., W.
LAST NAME McCarthy, Newton
g 70 NICKNAME Spider, Enigmistg
£ 60 TITLE Prof., Mr.
e -
I oreAs SEX actress
© m ACE ENG NWIRE
5 401 ACTIVITY author, doctor
. AFFILIATION The New York Timels
£ ROLE manager, president
O 10+
I PROVENANCE South Americar
m Bl o4 [5tod] >8 FAMILY RELATION father, cousin
Number of Mentions (of the entity in a document) AGE_CATEGORY boy, girl
HONORARY the world champion 2000
Fig. 2. Intra-document co-reference in I-CAB andhia ACE MISCELLANEA The men with red shogs

2004 Evaluation corpus (Newswire)

IV. ATTRIBUTES for TYPE PERSON

After the annotation of mentions of typeA&oNreported in
the previous section, each mention was additiorailyotated
in order to individuate the semantic informatiorpessed by
the mention regarding a specific entity. As an epamgiven
the mention the Italian President Ciamfi the following
attribute/value pairs were annotatedRERENANCE lItalian],
[ROLE: Presidentand [LAST_NAME: Ciampi].

The definition of the set of attributes foe®soN followed
an iterative process where we considered increasingunts
of mentions from which we derived relevant attrésit The
final set of attributes is listed in the first colo of Table 1,
with respective examples reported in the secongnmol

A strict methodology is required in order to ensaceurate
annotation. As general guidelines for annotatioticlas and
prepositions are not admitted at the beginninghef textual
extent of a value, an exception being made in #se ©f the
articles in nicknames (see Magnini et al., 2006B dofull
description of the criteria used to decide on boodses).

Attributes can be grouped into bigger units, athecase of
the attribute dB, which is composed of three attribute
ACTIVITY, ROLE, and AFFILIATION, which are not independer

of each other. &TiviTY refers to the actual activity performe _

Table 1. The attribute structure PERSON

We started with the set of 525 documents belongiripe |-
CAB corpus (see section IlIl), for which we have oty
annotated all BRSON entities (10039 mentions, see Table 2).
The annotation individuates both the entities noer@d within
a single document, calledocument entitiesand the entities
mentioned across the whole set of news storiededcal
collection entities In addition, for the purposes of this work,
we decided to filter out the following mentions} (hentions
consisting only of one non-gender discriminativerpoun; (ii)
nested mentions, i.e. in case inside a mentiore tisest smaller
one, for example as irttfe president Ciampi”,with “Ciampf’
being the included one, only the largest mentions wa
considered. In this way we obtained a set of 72&8itions
which represents the object of our study.

Number of documents 525
Number of mentions 10039
Number meaningful mentions 7233
Number of distinct meaningful mentions 4851
Number of document entities 3284
Number of collection entities 2574

Table 2. The PRsoNnDataset

by the person, while ®E refers to the position they occupy. The average number of meaningful mentions for dityein
So, for instance,dolitician” is a possible value of the attributea certain document is 2.20, while the average nunafe

AcTiviTy, while “leader of the Labour Partyrefers to the
ROLE a person plays inside an organization. Each gmfup

distinct meaningful mentions is 1.47. However, tagiation
from the average is high, only 14% of documenttiestiare



mentioned exactly twice. In fact, there are rekdjivfew
entities whose mentions in news have a broad cgeena
terms of attributes, and there are quite a few whuosntions
contain just the name. A detailed analysis is edrmout in
Section VI.

V. ONTOLOGY

The ontology adopted for the OPTM task is compasied
two main parts. The first part mirrors the mentattribute
structure and contains axioms (restrictions) on dktebute
values. In this part, which we refer as the EnfitBox (ET-
box), we define three main classes correspondirtedhree
main entities, PRSON ORGANIZATION and GEO-POLITICAL
ENTITY. Each of these classes is associated with theionent
attributes. An example of how the attributes areoeed in
axioms in the ET-box is provided in Table 3.

ONTOLOGY AXI OM Encoded restriction

PERSON Every person has at
0(>0) HAS FIRST_NAME least a first name
PeErRsoNO Every person has

(=1) HAS LAST _NAME
DOMAIN HAS FIRST_NAMBE =
PERSON

exactly one last name
the first argument of
the relation
has_first_name must b
a person

The second argument
of the relation
HAS_PROVENENCE
must be a geopolitical
entity

RANGE HAS PROVENANCE =
GECQPOLITICAL ENTITY

Table 3. Description of Ontology axioms

The second component of the ontology, called worl
knowledge (WK), encodes the basic knowledge abbat t
world already available (see Table 4 for exampleaxmms).
This ontology has been semi-automatically constdistarting
from the large amount of basic information avaikabh the
web. Examples of such knowledge are the sets ofitdes,
main cities, country capitals, Italian municipa&gj etc.

ONTOLOGY AXI oM Encoded
restriction

Italy is a country
Rome is the capita
of ltaly

A country is a
geopolitical entity
Atown is a
geopolitical entity

CouNTRtitaly)
HAS CAPITAL(Italy,Rome)

CONTINENT O
GECQPOLITICAL ENTITY

TOWNL] GECQPOLITICAL ENTITY

Table 4. Description of Ontology axioms relate d\M&

As can be seen from the above examples, WK is ceatpof
two types of knowledge: factual knowledge (the tfitao
axioms in Table 4) and generic commonsense knowletige
first type of knowledge can be obtained from thenyna

ontological resources available on the web (seeirfstance
swoogle.umbc.edu ), while we have manually encoded the
second in the ontology.

The process of OPTM combines the ontology ET-batk wi
WK axioms and values of attributes recognized ixtual
mentions, and performs two main steps:

1.For each entry recognized in the text we create a
new individual in the ontology, along with the inidiuals
corresponding to the attribute values

2.We normalize the values by comparing the “string”
values with the individuals present in the WK.

As an example of this process, consider the entiyable 5.

FIRST NAME Bob, B.
LAST_NAME Marley
PROVENANCE Caribbean
ACTIVITY musician, guitar playet

Table 5. Attributes/Values examples
In the first phase we add the axioms in Table &h®
ontology.

Person(person23)
HAS FIRST_NAMEperson23,first_name76)

HAS LAST NAMEperson23,last_name93)

HAS PROVENANdperson23,geo_pol_entity35)
HAS _ACTIVITY (person23,activity43)

HAS _ACTIVITY (person23,activity44)
Has_vaLUHfirst_name56, “Bob”)

Has vaLugfirst_name76, “B.”)

Has vALUHgeo pol_entity35, “Caribbean”)
HAas VALUHactivity43, “musician”)

Has VvALUHactivity44,“guitar player”)

Table 6. Adding axioms to the Ontology

In the second phase, we attempt to match the vatutde
individuals in the WK and the Ontology is modifiadcording
to the result of the matching process. This proebased on
the semantic matching approach described in (Baugaes).

In this phase the WK-part of the ontology take ac@l
role. The main goal of this phase is to find thetbmatch
between the values of an attribute and the indaigluvhich
are already present in the WK A-box. This process lcave
two outputs. When a good-enough match is found dsetvan
attribute value and an individual of the WK A-bdken an
equality assertion is added. Suppose for instamaethe WK
A-box contains the statement

STATE(Caribbean)
then the mapping process will find a high matchwieeh the
value “Caribbean” (as a string) and the individ@aribbean
(due to the syntactic similarity between the twings, and the
fact that both are associated to individuals of etyp

GEOPOLITICALENTITY). As a consequence the assertion
Geo_pol_entity35 = Caribbean



is asserted in the A-box. Notice that the aboveertiss
connects an individual of the WK with the valueaof entity
contained in the entity repository of the mentions.

pairs inside a given mention and (B) the difficulof
establishing the co-reference of entities basethervalues of
their attributes.

When the mapping process does not produce a “good“In table 7 we find the distribution of the valuef the

mapping (where good is defined w.r.t., a suitabistadice
measure not described here) the value is transtbinte an
individual and added to the WK A-box. For instansgppose
that the mapping of the value “guitar player” wibit produce
a good matching value, then the new assertion
AcTiviTy (GuitarPlayer)

is added to the WK A-box and the assertion

activity44 = GuitarPlayer
is added to the A-box that links WK with the A-box the
mentions.

attributes defined for BRSON The first column lists the set of
attributes; the second column lists the numberocoluorences
of each attribute, the third lists the number dfedent values
that the attribute actually takes; the fourth calulists the
number of collection entities which have that htite. Using
this table as base table we try to determine thanpaters
which give us no clues on the two factors above

Attribute Occurrence Different Collection Distinct values | Variability of
of attributein valuesfor entitieswith | within distinct valuesin
mentions attribute attribute mentions attribute
FIRST_NAME 2299 (31%) 676 1592 13% 29%
MIDDLE_NAME 110 (1%) 67 74 19 60%
LAST _NAME 4173 (57%) 1906 2191 39% 45M%
NICKNAME 73 (1%) 44 41 09 60%
TITLE 73 (1%) 25 47 09 34%
SEX 3658 (50%) 1864 17438 38% 50p6
ACTIVITY 973(13%) 322 569 69 33%
AFFILIATION 566(7%) 389 409 8% 68%
RoLE 531(7%) 211 317 4% 39%
PROVENANCE 469 (6%) 226 367 4% 48%
FAMILY _RELATION 133 (1%) 46 94 09 34%
AGE_CATEGORY 307 (4%) 106 163 2% 34%
HONORARY 69 (0%) 63 53 19 91%
MISCELLANEA 278 (3%) 270 227 5% 97%

Table 7 .Distribution of values of attributes fPERSON

A. Difficulty of identifying attribute/value pairs

The identification of attribute/value pairs reapsr the
correct decomposition of the mentions into non amring
parts, each one carrying the value of one attribWe are
interested in estimating the distribution of attitis inside the
mentions. Table 8 shows on the second and foutiimms
the number of mentions which contain respectivelg,13, ...,
12 attributes. As we can see, the number of menti@ving
more than 6 attributes is insignificant. On theeothand, the
number of mentions containing more than one attibis
3564, which represents 49,27% of the total, theeefine in
two mentions is a complex mention. Usually, a c@rf
mention contains a EX value, therefore a two attribui
mention practically has just one that might helg$tablishing
co-reference. However, 92% of the mentions withtap5
attributes, which covers 96% of all mentions, contaName

The difficulty of correct identification of the atiute/value
pairs is directly linked to the complexity of a nien. Two
values inside the mention belong to the same entiyhout
recognizing the correct frontiers of a complex nwnt
virtually 50% of the cases are treated badly.

#attributes #mentions | #attributes #mentions
1 3669 (50%)| 7 34 (0,04%)
2 1292 (17%) 8 19
3 1269 (17%) 9 4
4 486 (6%)| 10 4
5 310 (4%)| 11 0
6 146 (2%)| 12 0

attribute which, presumably, is an important piece of evige 1 aple 8. Number of attributes carried by mentions

in deciding on co-reference.



2 3 4

attribute attribute | attribute | attribute

mention mention mention
FIRST_NAME 398 915 413
MIDDLE_NAME 5 20 34
LAST_NAME 467 1025 426
NICKNAME 27 16 2
TITLE 14 16 13
SEX 806 1240 501
ACTIVITY 273 135 413
AFFILIATION 82 91 80
ROLE 126 81 94
PROVENANCE 81 134 156
FAMILY _RELATION 76 24 103
AGE_CATEGORY 139 62 12
HONORARY 20 7 31
MISCELLANEA 80 59 11

Table 9.Distribution of attibutes into complex mentio

A second difficulty of correctly identifying the
attribute/value pairs comes from the combinatocegbacities
of attributes inside a complex mention. If the ddity of
attribute patterns in a complex mention is highenththe
difficulty of their recognition is also high. TabB shows that
the whole set of attributes is very well represéniie the
complex mentions and, interestingly, the numbeattibutes
varies independently of the number of mentionsyettoee
their combinatorial capacity is high. The diffigulof their
recognition varies accordingly.

The distribution of attributes inside mentions isgented in
the second column of Table 7 in parenthesis. iheds give
the probability that a person is mentioned by magkieference
to a certain attribute. For example, one may expbet
LAST_NAME attribute to be present in 57% of mentions, a
the NCKNAME attribute to be present in 0,001% of the total.
the fifth column we compute the same figures withc
repetition, considering the distinct values and tinlis
mentions. Considering also the figures that shaitiguistic
variability of values, we may obtain the probabilitf seeing a
previously unseen value of a given attribute. Tdst tolumn
of Table 7 shows the variability of values for eatribute.
For example, taking randomly a mention ¢¢$7_NAME, only
in 29% of the cases that value is seen in the éijtast once.

The fifth column, distinct values within distinctemtions,
and the sixth, variability of values in attributdfer us insight
into the difficulty of recognizing attribute/valupairs. The
variability might be considered as representativihe amount
of training a system needs in order to have a faatmy
coverage of cases. Intuitively, some of the attéblare close
classes, while some other attributes, e.g. thosehalve name
values, are open classes.

Probably, the importance of recognizing certaines/mf
attributes is bigger than for other ones. If thewtence of a
new value of an important attribute is a rare evansystem
must be very precise in catching these cases. Weassme
that a high precision is more difficult to achietan a lower
one. The “distinct” column gives us a clue on tisisue. For
example, the relatively low figures forcAivITY , AFFILIATION,
RoLE but their importance with respect to the OPTM taek,
us that sparseness could be an issue and theefprecise
system of their treatment must be used. Otherwisdlli be
hard to achieve the expected results.

Finally, we may notice that 39% of the mentionggaome
other information than & and name related values,
MISCELLANEA excluded. Therefore in all those cases the
ontology is enriched with substantial informatioboat the
respective persons.

B. Difficulty of establishing Co-references among eesi

The task of correctly identifying a value of a ot
attribute inside a given mention is worth to be entaken if
the respective values play a role in other tasgpe@ally in
the co-reference task. A relevant factor for cerefice is the
perplexity of an attribute, i.e. the percentagetts entities
characterized by a particular value, computed &s rdtio
between distinct values for a certain attribute antlection
entities having that attribute (column 11l / IV table 7). For
example the perplexity ofAST_NAME is 14% (see Table 10).
Therefore if we take randomly some values a5t NAME,
86% of them are pointing to just one person. Indhse of
SEx andMISCELLANEA, the perplexity is not defined.

attribute per plexity
FIRST_NAME 58%
MIDDLE_NAME 10%
LAST_NAME 14%
NICKNAME 0%
TITLE 47%
SEX -
ACTIVITY 44%
AFFILIATION 5%
RoOLE 34%
PROVENANCE 52%
FAMILY _RELATION 39%
AGE_CATEGORY 35%
HONORARY 0%
MISCELLANEA -

Table 10. Perplexity of ERsoNattributes

By comparing the perplexity of AST NAME and
MIDDLE_NAME one might erroneously conclude that the latter
is more discriminative. This fact is due to the Bmamber of
examples of NDDLE_NAME values within the BRsoNdataset.
Considering the occurrences of one attribute indegetly of
another we may use the usual rule of thumb for &dtn



Distribution. That is, it is highly likely that thperplexity of
FIRST_NAME, LAST_NAME, ACTIVITY, AFFILIATION, ROLE and

collection, so it should be approximated. The dédfee
between co-reference density and pseudo co-refemrdeiesity

PROVENANCE will not change with the addition of new shows the increase in recall, if one considerstthatidentical

examples, as the actual numbers are high.

We can estimate the probability that two entitietested
from different documents co-refer. Actually, this ihe
estimate of the probability that two entities céere
conditioned by the fact that they have been cdygrédentified
inside the documents. We can compute such probabdithe
complementary of the ratio between the number &Gérdint
entities and the number of the document entitiesthe
collection.

P(co-ref) =1- #collection— entities

#documer — entities

From Table 2 we read these values as 2574 and 3
respectively, therefore, for th&eRsoNdata set, the probability
of intra-document co-reference is approximately 22%e
consider that this figure is only partially indicet, and that it
is very likely for it to be increased after inspentof bigger
corpora. This is an aposteori probability becadme rtumber
of collection-entities is known only after the whotet of
mentions has been processed.

An global estimator of the difficulty of the co-ezénce is
the expectation that a correct identified mentiefers to a
new entity. This estimator shows the density oflemion-
entities in the mentions space: let us callcdit-reference
density We can estimate the co-reference-density asatie r
between the number of different entities and theber of
mentions.

#collection— entities
#mention

coref —density=

The co-reference density takes values in the iatewith
limits [0-1]. The case when the co-reference dgrisitds to O
means that all the mentions refer to the sameyentihile
when the value tends to 1 it means that each nremmidhe
collection refers to a different entity. Both thaits render the
co-reference task superfluous. The figure for deremce
density we found in our corpus is 2574/7238.35, and it is
far from being close to one of the extremes.

A measure, that can be used as a baseline for dhe
reference task, is the value of co-reference densitditioned
by the fact that one knows in advance whether tweations
that are identical also co-refer. Let us call thigasure

mentions refer to the same entity with probabilityOn the
other hand, the loss in accuracy might be too |écgasider
for example the case when two different personpéapo
have the same first name).

For our dataset the co-ref4§,22 which means that 22% of
the document entities occur in more than one doaotinféhe
detailed distribution is presented in Table 11, nghen the
first and third columns we list the number of cotien entities
that occur in the number of documents that is digekcin the
second and fourth respectively.

#documents #entities | #documents #entities

1 2155| 6 6
(84%)

2 286 (11%)| 7 3

3 71 (2%)| 8 4

4 31 (1%)| 9 1

5 15 (0,5%)| 16 1

Table 11. Intre-document c-referenc

VIl. CONCLUSION

We have presented the results of a pilot study ptology
Population restricted to HRSON entities. One of the main
motivation of the study was to individuate critidattors that
determine the difficulty of the task.

The first conclusion we draw is that textual memsicof
PERSONentities are highly structured. As a matter of,fawst
of the mentions bring information that can be gaslihssified
in a limited number of attributes, while only 3% thiem are
categorized as MICELLANEA. These figures highly suggested
that the Ontology Population from Textual Mentig@PTM)
approach is feasible and promising.

Secondly, we show that 50% of the mentions carryemo
than the value of a single attribute. This factnbined with
the relatively low perplexity figures for some ditrtes, most
notably LAST_NAME, suggests a co-reference procedure based
on attributes values.
¢ Thirdly, we have computed the values of three exttims of
difficulty for entity co-reference. One of themetpseudo-co-
reference-density, might be naturally used as alipasfor the
task. It has been also discovered that the coeebterdensity

pseudo-co-reference-density shows the maximum accuracyis far away from its possible extremes, 0 and bwéhg that

of a system that deals with ambiguity by ignoring We
approximate it as the ratio between the numberitérent
entities and the number of distinct mentions.

#collection— entities
#distinct — mention

p — coref — density=

The pseudo-co-reference for our dataset is 2574/485
0.55. This information is not directly expressed time

simple string matching procedures might not achigeed
results.

Our future work will be focused on two main issu@sthe
use of the PRsoNdataset as training corpus for resolving the
entity co-reference task, as a first step towamgementing a
full OPTM system; and (i) a controlled extensiof the
dataset with new data in order to understand whigires are
likely to remain stable.
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